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USE OF MACHINE LEARNING TECHNIQUES FOR THE FORECAST
OF STUDENT ACHIEVEMENT IN HIGHER EDUCATION

Abstract. The machine learning method, which is a sub-branch of artificial intelligence and which
makes predictions with mathematical and statistical operations, is used frequently in education as
in every field of life. Nowadays, it is seen that millions of data are recorded continuously, and a
large amount of data accumulation has occurred. Although data accumulation increases
exponentially, the number of analysts and their capabilities to process these data are insufficient.
Although we live in the information age, it is more accurate to say that we live in the data age. By
using stored and accumulated data, it is becoming increasingly essential to reveal meaningful
relationships and trends and to make predictions for the future. It is important to analyze the data
obtained from the education process and to evaluate the success of the students and the factors
affecting success. These analyses may also contribute to future training activities. In this study, a
data set, including socio-demographic variables of students enrolled in distance education at Hitit
University, was used. The authors estimated the success of the students with demographic and
social variables such as age, gender, city, family income, family education level. The primary
purpose is to provide students with information about their estimated academic achievement at the
beginning of the process. Thus, at the beginning of the education process, students' success can be
increased by informing the students who are predicted to be unsuccessful. Diversification and
enhancement of this data may also support other decision-making mechanisms in the training
process. Additionally, the factors affecting students’ academic success were researched, and the
students' educational outcomes were evaluated. Prediction success was compared using various
machine learning algorithms. As a result of the analysis, it was determined that the Random Forest
algorithm was more predictive of student achievement than others.

Keywords: machine learning in education; adult education; educational data mining.

1. INTRODUCTION

A sustainable learning approach is needed in the 21st century, where information and
technology are intertwined and the variety of information sources increases day by day.
Analyzing the educational process and activities can contribute to future educational activities
[1], [2]. The digital age has brought about incredible changes in the production of
information, consumption, adaptation, sharing, and the transformation of resources and
services [3]. If the raw data is not processed and made into information, it will not have much
value. Unprocessed data are metaphorically compared to crude oil [4], [5]. Unrefined data has
value, but it is not useful. It gains value when similarly processed in raw data and can be
valued by processing it with various data mining methods.
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One of the methods commonly used in the processing of data in education is machine
learning. In general, machine learning can be defined as achieving better results in the future
based on past examples [6]. The focus of machine learning studies is to gain the ability to
perceive intricate patterns and to take data-based rational decisions to computers. Machine
learning is closely related to areas such as data mining, statistics, pattern recognition,
probability theory, supervised control, and artificial intelligence.

There are a number of studies aiming to predict student success. With the regression
method, the relationship between students’ demographic characteristics, university entrance
qualifications, aptitude test scores, first-year courses' performances, and general performances
were investigated [7]. Kabakchieva has developed models to predict student success based on
pre-university and university performance characteristics [8].

In today's knowledge-oriented societies, individuals have to use the information they
have acquired, adapt to new ideas, cooperate with other people, and keep up with
unpredictable changing situations [9]. Therefore, if it is thought that consciousness and
determination can only be provided to individuals through education, education is a functional
key that will lead to the transformation of nations into a modern information society.

In this study, a prediction system with machine learning has been developed by going
beyond traditional graphics and descriptive statistics. In the research, the success of students
with demographic and social variables such as age, gender, city, family income, family
education level was estimated. Most of the variables in the study consist of factors in which
students and instructors do not have intervention control. However, the main purpose here is
to provide information to instructors and students at the beginning of the educational process.
In other words, the data obtained from the students at the beginning of the education process
is aimed to contribute to the future educational activities of the students. Thus, it may be
possible to take precautions in advance for possible malfunctions in the education process.
With this information, instructors can monitor students' progress and intervene early in
academic problems.

2. RESEARCH METHODS

Data mining focuses on the exploration of previously unknown features using an
existing data set [10]. Data mining methods are used by many researchers for prediction
purposes. The classification and evaluation under data mining techniques help in the creation
of training data, the classification of the estimation model as well as the testing of
classification efficiency [11],[12].

In data mining, models can be divided into two main categories, predictive and
descriptive. Estimated models are intended to make inferences about the future. Descriptive
models enable identifying patterns in the data to guide decision-making [13].

The field of study related to the use of various algorithms for computers to be able to
perform the learning function is called machine learning [14]. To solve a certain problem,
imitating the problem-solving abilities of the human and equipping the system with
information beforehand is within the field of machine learning [15]. Machine learning
algorithms train themselves using available data. These algorithms then make predictions for
possible new situations. There exist many machine learning methods. The success of these
methods varies according to the data. Therefore, it is not correct to say that a certain method
is suitable for every data.
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2.1. Data Analysis

This study was carried out with student data obtained from Hitit University Distance
Education Center. These data include variables such as gender, age, family income, students’
mother’s and father’s profession using the online learning system. In the conceptual model of
the study, independent variables were used to predict the academic success of the students.
Successful ones from Ataturk's Principles and Revolution History course were determined as
one group and unsuccessful ones as a separate group. In addition to descriptive statistical
analysis, machine learning methods were used to predict groups. The universe of the study
consisted of distance education centers located in Turkey. The sample of the study consists of
randomly selected students from different units registered at Hitit University Distance
Education Center. A total of 478 records were included in the study: 211 males (44.1%) and
267 females (55.9%). There were 295(61.7%) students who succeeded in the course and
183(38.3%) students who failed. Data were analyzed with exploratory data analysis and
machine learning methods. In the study, data analyses were carried out using Rapidminer
(9.5) packet programs, and Python (3.7) programming language.

This study was carried out with the data of the students who enrolled in the Atatlrk
Principles and Revolution History Course at Hitit University. The data name, data type, and
definition for each record are shown in Table 1.

Table 1.
Dataset description
Features Type Description Variables

Unit Categorical A unit where students register Input
Address Categorical The city where the students live(small or big) Input
Age Numerical Age of students Input
Gender Categorical 1(male) / 2(female) Input
Mothe_r S Categorical Mother’s education status Input
education
Father_s Categorical Father’s education status Input
education
'\."”T‘ber of Numerical Number of student’s siblings Input
siblings
Family . I S . .
income Categorical Family income is divided into low, medium, and high. | Input
Mother’s . Mother’s profession is identified as either "housewife"

. Categorical 8 . Input
profession or "employee.
Father s Categorical The profession o_f Fhe father is identified as either civil Input
profession servant or non-civil servant.
High school . High school type is divided into vocational high

Categorical : Input
type schools and normal high schools.
University
placement Numerical University placement score Input
score
The score of the students who enrolled in the Atatiirk
Exam Score Numerical Principles and Revolution History course with distance
education

Status Categorical Student's passing or staying status O(fail) / 1(pass) Target

Categorical data represent types of data that can be expressed in groups Numerical data are data expressed in numbers. Target: refers to
the dependent variable, Input: refers to the independent variable.

Table 1 shows many features of the data set used. According to the data set obtained
from the distance education unit, weighting analysis was carried out to determine the
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characteristics that are important in determining successful students. The analysis results are
shown in Table 2. The resulting sample set has two properties, 'Attributes’ and "Weight'. In the
process, the results of the weight of the Chi-Square Statistics operator are seen. Chi-square
statistics is a nonparametric statistical technique used to determine whether the distribution of
observed frequencies differs from theoretically expected frequencies. Chi-square statistics use
nominal data. The calculated weights are normalized between 0 and 1. Values above 0.1 as a
threshold value were included in the machine learning analysis.

Table 2.
Attribute and Weight

No Attributes Weight(Chi-square)
1 University Placement Score 0.532

2 Unit 0.193

3 Family Income 0.191

4 High School Type 0.154

5 Father’s Profession 0.145

6 Mother’s Education 0.117

7 Father’s Education 0.078

8 Address 0.078

9 Number of Siblings 0.077

10 Mother’s Profession 0.017

11 Age 0.016

12 Gender 0.010

Unit: A unit where students register, Family Income: Family income is divided into low, medium, and high, High School Type: High
school type is divided into vocational high schools and normal high schools, Father’s Profession: Father’s profession is identified as either
civil servant or non-civil servant, Mother’s Education: Mother’s education status, Father’s Education: Father’s education status, Address:
The city where the students live(small or big), Number of Siblings: Number of student’s siblings, Mother’s Profession: Mother’s
Profession is identified as either "housewife" or "employee.", Age: Age of students, Gender: 1(male) / 2(female).

2.2.1 The architecture of the proposed system

In the study, machine learning algorithms were used and the accuracies of these
algorithms were compared. Some of the data was used to test the accuracy of the model, and
some of it was used as training data. The proposed architecture is shown in Figure 1.

The data collected according to the architecture seen in Figure 1 were subjected to pre-
processing. In the pre-processing phase, missing and incorrect data have been cleared. The
quality of the data greatly influences the outcome of the estimation. This means that pre-
processing plays an important role in the model [16]. After the dependent variable was
determined, the data were divided into two as training and test data. Finally, the performance
of the model was evaluated.

Cross-validation is generally preferred because it allows the model to be trained with
multiple training and test groups. One of the groups is used as a test set and the rest are used
as a training set. Each group should be repeated in the same way to train the model. This gives
you a better idea of how well the model will perform with new data and is essential for the
accuracy of the model. In general, the dataset is divided into 10 equal parts. 1 of them is used
for testing and 9 of them are used for training. In this study, the dataset is divided into 10
equal parts. At each iteration, test results are calculated, averaged, and performance is
achieved.
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Figure 1. The architecture of the proposed system

2.2.2. Random Forest

Random forest algorithm proved to be the most effective for the purpose of predicting
students’ success in this study. The random forest algorithm is based on the principle of using
Decision Trees and Bagging methods together and enters into Ensemble methods. Ensemble
methods are a machine learning concept that trains multiple models using a learning
algorithm. A basic learning algorithm should be chosen to use Bagging or Boosting, which
are among these methods. In the bagging method, new trees are created by combining the
properties in different ways and the most popular class is selected from the trees created [17].

Random forest is a flexible machine learning method used for regression or
classification problems. In its simplest form, the random forest is the combination of a large
number of decision trees to obtain a more accurate estimate.

Random forest performs training by randomly selecting a large number of different
subsets from both the data set and the feature set to solve the overfitting problem that often
occurs in decision trees. Thus, each of the numerous decision trees makes an estimate.
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Figure 2. Random Forest

In the regression problem, while the estimates of the decision trees are averaged, the
prediction with the highest number of votes in the classification problem is selected. In this
model, overfitting is reduced as training is carried out on different data sets. It can also be
used to identify the most important features in the data set. The model is shown in figure 2.

2.2.3. Exploratory Data Analysis

Count
Count

Gender Age

Figure 3. Gender and age histogram graphs

In the data set, there are 478 students, 211 males, and 267 females, according to Figure
3. While the age range is between 18 and 25, the density is between 19 and 21.
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Figure 4. Exam score and university placement score box graphs
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Figure 4 shows the box graph and data distribution of the grades of the Ataturk
Principles and Revolution History course and the university placement scores.

M Student Exam Achievement Score Average
B University Placement Examination Score Average

Figure 5. Grade averages of successful and unsuccessful students

According to Figure 5, the students who passed the Atatiirk Principles and History of
Revolution course have a mean score of 70 and a university placement score of 217.2. While
the grade point average of the failed students in this course was 55, the mean score of
university placement was 195.4.
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Figure 6. Student achievement by city size
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Figure 6 shows that university placement point averages and grade point averages of
students from metropolitan cities are higher than in small cities. City size was determined
based on the city category in Turkey.

University Placement Examination Score Average

70

Exam Score Average

10

Gender

Figure 7. Student achievement by gender

According to Figure 7, it can be said that women are more successful than men.
According to the data in this study, it has been observed that both the university placement
score average and the exam score average of women are higher than men.
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Figure 8. Student success by father's profession
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According to Figure 8, the university placement point average and grade point average
of the students whose father’s profession is a civil servant are higher than those of other
students. According to the available data, it can be said that the students whose father is a
civil servant are more successful than other students.
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Figure 9. Student success according to family income

Figure 9 shows that, as the family income increases, university placement point
averages and grade point averages increase. According to the available data, it is observed
that students’ academic success increased as the financial situation improved.
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Figure 10. Student success according to mother’s education level
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Figure 10 shows the effect of mothers’ education on student achievement. Figure 11
shows the effect of fathers’ education on student achievement. Overall, student achievement
is on an upward trend with the education level of the father.
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Figure 11. Student success according to father ’s education level

3. THE RESULTS AND DISCUSSION

During the research, 8 machine learning algorithms were tried. Among the algorithms
applied in the research process, according to Figure 12, the random forest has the highest
accuracy rate according to other estimation methods.
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Figure 12. Accuracy percentages of algorithms

According to Figure 12, the ratio of correctly estimated samples to the number of all
samples according to Table 3 is 89.39%.
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This ratio represents the total accuracy. It is represented as TP true positives, TN true
negatives, FN false negatives, and FP false positives.

Table 3.
Results of Random Forest
Accuracy: 89.39%+/- 5.42% .
(micro average: 89.34%) Truel TrueO Total Class Precision
182 (TP) 38 (FP) , 0
Pred. 1 Correct Decision Type | error 220 (") 82.73%
1 (FN) 145 (TN) , 0
Pred. 0 Type Il error Correct Decision 146 (N°) 99.32%
Total 183 (P) 183 (N) 366 (P+N)
Class Recall 99.45% 79.23%

TP: true positives, TN: true negatives, FN: false negatives, and FP: false positives. Recall: The ratio of correctly predicted positive
samples to the number of samples in the true positive class. Precision: It is the ratio of correctly predicted positive samples to the
number of samples estimated in the positive class.

3.1. Evaluation of Performances

While looking at the outputs of the algorithms used in the model, the performance of the
obtained measurements is evaluated. For each method, true positive, false positive, true
negative, and false-negative results were examined.

True Positive (TP): In the actual case, it means the correct estimation of the students
who pass the course.

False Positive (FP): In reality, the students who failed the course were misidentified as
successful. (Tip I Error).

True Negative (TN): Students who fail in real situations have been estimated as
unsuccessful.

False Negative (FN): In reality, the students who succeeded in the course were
misidentified as unsuccessful. (Tip Il Error).

Accuracy: The ratio of correctly estimated samples to the number of all samples. That
is, the test is the rate of total correct diagnoses.

A ~ TP + TN _TP+TN )
Ay = TP fFP+TN+FN P+ N

Precision: It is the ratio of correctly predicted positive samples to the number of
samples estimated in the positive class.

_re__T1P (2)
TP+FP P

Sensitivity:It is the ratio of correctly predicted positive samples to the number of
samples in the true positive class.

Precision =

r__TP 3)
TP+FN P
Specificity:It is the ratio of correctly predicted negative samples to the number of
samples in the true negative class [11].

Sensitivity =

. TN TN (4)
Specificity = TNTFP- N
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The purpose of data mining methods is to obtain meaningful information from the data,
and the meaningful information obtained from the collected data can contribute positively to
the development of the educational process [18]. The use of data mining techniques in higher
education institutions has a significant and positive effect when viewed as a tool that can help
to find the most appropriate solutions [19]. The use of these techniques for educational
purposes is a promising area that aims to develop methods of discovering data and
discovering meaningful patterns from computational training environments [20]. Therefore,
the results in this process can provide invaluable support in decision-making. An example of
this is the identification of groups of learners who exhibit a similar pattern of behavior, where
the aim is to identify similar groups of students in terms of learning preferences, personal
characteristics, and individual differences [21].

The data stored in the universities' learning and content management systems (LMS /
CMS) led to the accumulation of large amounts of data related to the learning process [22].
Also, Massive open online courses (MOOCs) have attracted millions of students and offer the
opportunity to apply and develop machine learning methods to improve student's learning
outcomes and use the collected data [23].

Online learning environments, unlike traditional classroom environments, allow
students to record the traces they leave behind while performing their learning activities.
These traces can be the number of students entering and leaving the online environment, the
interaction with the course materials, the answer to a question on the discussion forum.
Considering the increase in the number of students enrolled in online environments, it is
known that a significant amount of data related to learning processes are recorded in online
databases. However, the use of these recorded data to improve the educational process is
limited to simple graphs and descriptive statistics [24]. Processing this data will improve the
quality of education and training activities. Besides, data mining methods used to detect
hidden patterns and trends in databases in different areas have significant potential in the
analysis of educational data. Data mining techniques applied in educational environments can
be used in student support and feedback, evaluation of learning hypothesis, early warning
systems, performance estimations, learning technologies, and future learning practices [25]. In
this way, the instructors can use this information to monitor the students' development process
and produce valuable information on the development of appropriate intervention methods for
students who have problems. At the same time, this data can be used to automatically classify
students in adaptive learning environments or to make automatic adaptations to similar
student groups. It is possible to take precautions by informing students who are thought to
have failed at the beginning of the process. Exploring factors beyond the control of students
and teachers can be beneficial for education and training policymakers in the long term.

4. CONCLUSIONS AND PROSPECTS FOR FURTHER RESEARCH

In this article, student success was predicted by machine learning methods in a data set
that includes socio-demographic variables of students taking distance education courses.
According to these analyses, students coming from big cities are more successful than those
from small towns. Women's successes are higher than men's. Students whose father’s
profession is a civil servant are more successful than other students. Increased family income
is also accompanied by an increase in student achievement. Furthermore, in general, student
achievement tends to increase with the education level of the father. The random forest
algorithm was the algorithm with the best prediction success of 89.39%. The accuracy of
estimating whether the students were successful or not was considered as the essential factor.
The model used for student success prediction can be helpful in future studies. In subsequent
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studies, new data and variables should be added to increase the success of the model. A better
accuracy rate can be obtained for estimation as the number of data increases.
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AHoTanisg. MeTon MalIMHHOTO HABYaHHs, SIKMH € MiJPO3AIJIOM IITY4HOrO IHTEIEeKTy 1 Jae
MOXKIIMBICTh TMPOTHO3YBaTH 3a JOMOMOIOIK MAaTeMaTHYHHMX 1 CTaTHCTHYHMX OIepalliid, 4acrto
BUKOPUCTOBYETHLCS SIK B OCBITI, TaK 1 B ycix cepax kuTTs. ChoronHi 6e3nepepBHO 3alHCYIOThCS
MIJTBHOHM MaHWX 1 BiZOyBaeThCS 1X BEIMUYE3HE HAKONMMUYCHHsS. XOua TaKe HAKOIMHYCHHS JaHUX
3pOCTa€e B reOMETPUYHIi nporpecii, KUIbKICTh aHANITHKIB HEJJOCTATHS, a IX MOXIIMBOCTI 0OpOOKH
obMexeHi. Mu xuBeMo y BiK iH(opmallii, TOUHIIlIe cKa3aTu, B €rnoxy JaHux. 30epiraroun Ta
HAKOIUYYIOUW JaHl, Ba)XJIMBO BHUSBJSTH 3HAYYI B3a€EMO3B'SI3KM 1 TEHJCHIIIT, 8 TaKOX POOHTH
NPOrHO3M Ha MaiOyTHe. BaxxIMBO npoaHanizyBaTy JiaHi, OTpUMaHI B IIPOLIEC HABYAHHS, 1 OLIHUTH
YCIIXU CTYACHTIB 1 (DaKTOpH, IO BIUIMBAIOTh HA IX YCHIIIHICTh. Takuil aHalli3 MOXe CHpPUSITH
MaiOyTHbIN HaBUANBHIHN HisIBHOCTI. Y 1IbOMY JIOCHI/DKEHHI BUKOPUCTOBYBABCS HA0Ip JaHUX, IO
MICTUTB coliajbHO-IeMorpadidni 3MIHHI CTYIEHTIB, sIKi HaBuYalOThbCs AucraHmiiHo B Hitit
University. ABTOpY OI[IHIOBAIX YCHIIIHICTh CTY/AEHTIB 3a JIOMIOMOTOI TaKHUX JeMorpadiuHux i
COLIIAJIbHUX 3MIHHHUX, SIK-OT: BIK, CTaTh, MICTO, CIMEHHUI TOXi/l, piBEHb CiMeiHOI ocBiTH. OCHOBHA
MeTa - HaJIaTH CTYJCHTaM Ha MM0YaTKy HaBYaJIbHOIO Mpoliecy iHdopMallito mpo ix nepeadadyBaHi
aKaJeMiuHl JOCATHEHHS. Y TakWil croci0 MOXKHa Ha MMOYaTKy HaBYAIBHOTO IPOLECY ILIIXOM
iHOPMYBaHHSI CTYJAEHTIB, sIKi NepeadauyBaHO MOXYTh BIJICTABATH B HABYaHHI, MiJBUIIUTH X
MOTHBAIIO 10 HaBUaHHs. J{uBepcudikallis i MOMIMIIEHHS UX JaHUX MOXKE TaKOXK MiATPUMYBATH
IHIII MeXaHi3MU NPUHHATTS pillieHs Yy npoleci HaByanHs. Kpim Toro, Oymu gociimkeHi dhakropu,
110 BIUIMBAIOTh HA aKaJIEMIUHy YCIHILIHICTh CTY/ICHTIB, 1 OLlIHEHI Pe3yabTaTH HABYAHHS CTY/CHTIB.
VYCOimHICTh MPOTHO3IB IMOPIBHIOBATACH 3 BHKOPHUCTAHHSAM pi3HHX AaJITOPUTMIB MAIIUHHOTO
HaBYAHHA. Y pe3ylbTaTi aHali3y 0yiIo BU3HAUEHO, IO alTOPUTM Bunadkoguil sic Kparie 3a iHIIHX
repeadavaB yCIIIHICTh CTYIEHTIB.

KirouoBi cioBa: MammHHEe HaBYaHHS B OCBITi; OCBITa JOPOCIHX; OCBITHIM iHTENEKTyalbHHA
aHaJi3 JaHUX.
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AHHoOTanus. MeTo MallMHHOTO O0YYeHHs, KOTOPBIN SIBISETCS MOAPA3ICIOM HCKYCCTBEHHOTO
WHTEJIGKTA W JaeT BO3MOXHOCTh MPOTHO3UPOBATh C TMOMONIBI0 MAaTEeMaTHYECKUX H
CTaTHCTHYECKUX OIepanuii, 4acTo WCHOJIb3yeTcsl Kak B oOpa3oBaHWM, Tak M BO Bcex cdepax
KU3HU. B Hacrosiiiiee BpeMsi OYEBHIHO, YTO HEMPEPHIBHO 3aIHCHIBAKOTCS MUIUTHOHBI JTAHHBIX W
OPOMCXOMUT WX OrPOMHOE HAKOIUICHHE. XOTsS TaKoe HAKOMJICHHE JaHHBIX pacTeT B
TEOMETPUUECKOM MTPOrpeccry, KOJIMYECTBO AHAJIMTUKOB HEJIOCTATOYHO M MX BO3MOXHOCTH JUIS
00paboTKK OrpaHHyeHbl. MBI KHBeM B BeK HWH(OpPMAIMH, TOYHEE CKa3aTh, B JMOXY JAaHHBIX.
CoxpaHsm U HakoOIUIAA JaHHBIC, OYE€Hb BaXHO YCTaHAaBJIMBAaTb 3HAYUMBIC B3aUMOCBA3U U
TEHICHIMM, a TaKXKe JellaTh INPOrHO3bl Ha Oynymiee. BakHO mnpoaHanu3MpoBaTh JaHHBIE,
IMOJIYYECHHBIC B ITPOLIECCE O6y'—ICHI/I$I, 1 OLICHUTH YCIEXU CTYACHTOB U q)aKTOpI)I, BJIHAIOIINE HA UX
ycrieBaeMocTb. Takoil aHaiu3 MOXKET cocoOCTBOBaTh Oyayniell yueOHOHM JieaTenbHOCTH. B aToM
UCCIIEZIOBAaHUU HCIIONIb30BAJICd HAa0Op JaHHBIX, BKIIOYAIONIMH COLMABbHO-JIeMOorpaduieckie
HepeMeHHbIe CTYJCHTOB, o0yJaronmxcs nucraHnmonHo B Hitit University. ABTOpBI OllCHUBAIIU
YCIEBAEMOCTh CTYJICHTOB C TIOMOIIBIO JEMOTrpadUISCKUX M COIMAITBHBIX MMEPEMEHHBIX, TAKUX KaK
BO3pPACT, MOJ, TOPOJ, CEMEWHBIA TOXOI, YPOBEHb ceMeiiHoro oOpasoBanusi. OCHOBHas II€b -
IPeJOCTaBUTh CTYAEHTaM MH(popMaImio 00 UX MpeanoaraéMbIX akaJeMUUeCKUX JOCTHKEHUIX B
Hayaje ydeOHoro mporecca. Takum o00pa3oM, B Haudajge y4eOHOro IpoLecca YyCIIeBaeéMOCTh
ydalmuxcs MOXeT OBITb IOBBIIEHa MyTeM HH(GOPMHUPOBAaHMS CTYIEHTOB, KOTODBIE,
HpeanojgaraeéMo MOTYT OTCTaBaTh B oOydenuu. JuBepcudukanus M ynydmieHHE 3THUX OaHHBIX
MOXKET TaKKe MOAJECPKUBATh IPYrHe MEXaHM3MBbl IPHHATHS PELIeHHi B Iporecce OOydYeHUS.
Kpome Toro, Obumm uccineqoBaHbl (DaKTOPBI, BIMSIOIIME HA aKaIEMHUYECKYIO YCIIEBa€MOCTb
CTYIEHTOB, U OLICHEHBI PE3y/IbTaThl OOYYEHUs CTYICHTOB. Y CIIELIHOCTH IIPOrHO30B CPaBHUBANIACh
C UCIHOJIB30BaHUEM Pa3IMYHBIX aJTOPUTMOB MAIIMHHOrO 00y4eHHs. B pesynpraTe aHanm3a ObuIO
onpenenreHo, 4ro anroput™ Cayuaiinbii Jfec Jydile IPYruX INPeAcKa3blBall YCIEBAaeMOCTb
CTYJIEHTOB.

KnroueBble ciaoBa: MammHHOe O0OydeHHe B 00pa3oBaHHMHM; 00pa30BaHHE  B3POCIHBIX;
00pa3oBaTeIbHBII HHTEUIEKTYaIbHBIH aHATH3 JaHHBIX.
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